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Preface

LACL’2005 is the 5th edition of a series of international conferences on logical and formal methods in
computational linguistics. It addresses in particular the use of proof theoretic and model theoretic methods
for describing natural language syntax and semantics, as well as the implementation of natural language
processing software relying on such models. LACL’2005 held April 28-30 2005, in Bordeaux, France.

For the first time, LACL’2005 featured a student session. Students (not having defended yet their PhD
thesis or defending it in 2005) were invited to submit short papers on the same topics as LACL. Submitted
papers could present only partial but promising work.

Submitted articles were reviewed by a program committee made of a group of experienced researcher
as well as a group of chosen PhD students. Each article was reviewed by at least one experienced researcher
and two of these PhD students.

We wish to thank all the reviewers for their reactivity given the very short reviewing time and for their
effort in providing constructive remarks to the authors. In the end, 60% of the submissions were accepted.

April 2005
Renaud Marlet and Maxime Amblard
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Christian Retoŕe (Universit́e de Bordeaux 1 / LaBRI-CNRS / INRIA, Bordeaux)

Program Committee – Student Referees

Maxime Amblard (Universit́e de Bordeaux 1 / LaBRI-CNRS / INRIA, Bordeaux)
Leonoor van der Beek (University of Groningen)
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Speaker/ Hearer Representation in DRT: Presupposition and Belief 
                             Yafa Al-Raheb (University of East Anglia)
1 Introduction  
The paper presents a discussion of what constitutes compatible speaker/hearer representation. The aim is to 
use the representation of belief, presupposition and assertion in DRT more pragmatically, by reconciling 
two DRS variants. 
 
2 Definitions 
Within the context of DRT, the concept of presupposition can be made more pragmatic if it is understood to 
be a property of the speaker. Presuppositions are generally that part of the utterance that is taken to be 
`given' (Lambrecht 1994). `Given' means known information, information that the speaker regards as 
known to both speaker and hearer as being part of the context of their dialogue or part of general 
background knowledge. An alternate is when the speaker introduces the new information to the hearer as 
given, indicating that the assumed `given' information is not the focus of the speaker's attention. 

When uttering a presupposition, a speaker has some assumptions about the hearer's beliefs about 
the presupposition. Furthermore, the speaker communicates something about her state of mind when 
uttering a presupposition. However, the strength of beliefs held by speakers differs from one situation to 
another, and depends on whether the speaker is introducing the topic of the dialogue. Acceptance is a 
weaker form of belief and represents the grey area where information is put on hold, not yet believed, but 
not rejected. Beliefs place constraints on both presupposition and assertion. To introduce a presupposition, 
the speaker must possess the presupposition in her beliefs or acceptance space. This is termed `Beliefs 
Constraint on Presupposition I', BCP1 (cf. Al-Raheb 2004). 

Generally, an assertion contains the new information that the speaker wishes to convey in her 
message, which builds upon the presupposed information in the utterance. `Beliefs Constraint on Assertion 
I' (BCA1) means that to utter an assertion, the speaker needs to believe that the hearer does not hold the 
assertion as a belief. Another constraint beliefs place on assertion is called `Beliefs Constraint on Assertion 
II' (BCA2), which means that for a speaker to utter an assertion, the speaker must believe or accept that 
assertion. When faced with an assertion, the hearer can first accept the new information and later turn that 
assertion into a belief, by adding it to his belief set. 
 
3 Reconciling Two DRS Variants 
Kamp et al. (2005) discuss two variants of DRSs for beliefs and presupposition in DRT. The first, the 
`Linguistic Content' DRS, includes presuppositional and non-presuppositional aspects, to represent the 
linguistic content of an utterance. The linguistic content DRS is the window the hearer has into the 
speaker's state of mind. It is what influences the hearer recognition, which is represented by a Belief-DRS 
of the hearer's cognitive state. 

The second DRS variant, Beliefs DRS, deals with beliefs, desires and intentions (cf. Kamp et al. 
2005). The Beliefs DRS represents an agent's cognitive state when generating an utterance without mention 
of the presuppositional and non-presuppositional aspects of the utterance. The link between the two DRT 
variants is not greatly reflected upon in Kamp et al. (2005). However, this link helps explain the connection 
between speaker generation, speaker's utterance, and hearer recognition. The focus here is on the 
relationship between speaker generation and the linguistic content, and between the linguistic content and 
hearer recognition. By analysis of the linguistic content provided by the speaker, the hearer can propose a 
hypothesis about the speaker's state of mind. 

The DRT representation discussed here is derived from Kamp et al.'s (2005) representation with 
some modifications. First of all, Kamp et al focus on three embedded DRSs within the speaker's cognitive 
state, namely belief, desire, and intention. The representation discussed in this section uses Kamp et al.'s 
belief and intention spaces. However, the belief space also includes the speaker's beliefs about the hearer's 
beliefs. Each DRS representing an agent's, hearer/speaker, cognitive state includes the two personal 
reference markers `i' and `you'. When `i' is used in a DRS, it refers to the agent's self within that DRS. To 
refer to the other agent, `you' is used. 

In addition, Kamp et al.'s representation of an agent's intention space can be enriched with more 
linguistic content to strengthen the link between an agent's intentions and her utterance. Therefore, Kamp et 
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al.'s intention space has been expanded to include linguistic content. Having both the presupposition and 
the assertion in the intention space directly reflects the utterance being produced. The speaker's intention is 
recognized by the hearer through the speaker's linguistic utterance. The hearer's intention space includes the 
recognized speaker intentions in making the current utterance. The intention space is a separate DRS from 
the belief space which includes the motivation for making an assertion. This allows the modeling of 
information that the hearer has recognized but has not yet decided to accept or believe. The belief and 
acceptance spaces may include previous beliefs or accepted information and not just the current utterance. 

Another space or DRS is introduced to represent weaker belief, or `acceptance' space. This 
includes the speaker's acceptance space as well as what the speaker takes the hearer to accept. Provided the 
speaker has sufficient information, the speaker can also have the embedded DRS within the acceptance 
space that represents what the hearer takes the speaker to accept. The same level of embedding is also 
introduced within the belief DRS when necessary. 
 
Additionally, to make the link between speaker 
generation, linguistic content, and hearer 
recognition more explicit, presuppositions are 
marked by a presupposition label `pn', (`n' ¸ 0) and 
assertions are marked by `an'. `cn' is a label 
referring to acceptance, and `bn' to beliefs. Believed 
information labeled `bn' or accepted information 
labeled `cn' can be either presupposed or asserted. 
 
Speaker Initial State 
The following discussion is based on example 1. 
(1) S1: I must buy Vincent's wife a birthday present. 

      She likes flowers. 
At the start of the dialogue, the assumption is that 
the conversation is initiated through the motivation 
of communicating new information. This follows 
from BCA1 (section 2). As reflected in the DRS 
representing the speaker's initial state, the speaker 
does not hold the belief that the speaker believes or 
accepts the new information provided by the 
assertion, A. Following BCA2 (section 2), the 
speaker's belief space also contains A. Figure 1.1 
describes the speaker's initial cognitive state, prior 
to uttering S1. Here, the speaker believes that the 
hearer believes Vincent is married, i.e. that the 
speaker can legitimately assume this is known by 
the hearer. The speaker also assumes that vincent(x) 
and male(x) are part of the hearer's beliefs. 
 
Hearer Initial State 
The hearer's beliefs regarding the conversation may 
be initially empty. The speaker's utterance permits 
adoption or indeed rejection of either the 
presupposition of the utterance or the assertion. 
Although the hearer may have other beliefs relating 
or not directly relating to the dialogue, the 
assumption is that the hearer only has the relevant 
information about Vincent in his initial state. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
      Figure 1.1: Speaker Initial State 

 
 
 
drs146: 
 
 
 
attitude(i, `ACCEPT', drs146) 
attitude(i, `BEL', drs142) 
 
 
 
 
drs142: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
attitude(i, `INT', drs5) 
 
 
 
 
drs5: 

 
attitude(you, `ACCEPT', drs4) 
  drs4: 

 
 
b1:obliged(i, b2) 
b2:buy(i, x, y) 
b3:present(y) 
b4:wife(x) 
b5:married(x, v) 
b6:female(x) 
b7:male(v) 
b8:vincent(v) 
attitude(you, `BEL', drs2) 
 
 
 
 
drs2: 

y 

 
b9:wife(x) 
b10:married(x, v) 
b11:female(x) 
b12:male(v) 
b13:vincent(v) 

 
 
a1:obliged(i, a2) 
a2:buy(i, x, y) 
a3:present(y) 
inform(i, you, a1) 
p1:vincent(v) 
p2:male(v) 
p3:female(x) 
p4:married(x, v) 
p5:wife(x) 

y 

i you v x 

 
 

 

8 LACL'05 Student Session
 



Speaker Generation 
The speaker communicates to the hearer the new information that she has to buy a present for Vincent's 
wife, who likes flowers. The assertion is now added to the speaker's belief space. Though this information 
has always been there, the choice, in the DRS formalism, was made to present the beliefs as they are 
generated by new utterances, rather than including all possible beliefs. The dialogue act generated by the 
assertion is to `inform', whereby the speaker believes the information communicated in the assertion is new 
information to the hearer, BCA1. The speaker's intention space provides the link to her utterance: drs([i, 
you, y, z], [p1:vincent(v), p2:male(v), p3:female(x), p4:married(x, v), p5:wife(x), a1:obliged(i, a2), 
a2:buy(i, x, y), a3:present(y), a4:like(x, z), a5:flower(z), inform(i, you, a1), inform(i, you, a2), inform(i, 
you, a3), inform(i, you, a4), inform(i, you, a5)]). The assertions are included in the intention DRS, as well 
as the presuppositions they are based upon. This is meant to enhance the link between speaker generation 
and the linguistic content of the utterance. 

The speaker expects the hearer to accept or believe the new information provided by the assertion. 
This, however, can be subject to the hearer's feedback. Having no objections or feedback means that the 
speaker can tentatively assume that the hearer is going along with the new information by accepting the 
information for the time being. The lack of feedback is considered weak positive feedback (cf. Al-Raheb 
2004). Receiving no feedback from the hearer also means that the speaker cannot yet determine whether the 
hearer has decided to believe the new information. In addition, following from BCP1 and BCA2 (cf. 
section 2), the speaker expects the hearer to form the belief that the speaker believes there is such a person 
as Vincent,Vincent has a wife, and that she likes flowers. 
 
Hearer Recognition 
Though the information provided by the presupposition is new to the hearer, the hearer `goes along' 
(Simons 2003) with the presupposition and does not object to the new information. This is the ideal 
scenario, in which the hearer lives up to the speaker's expectations that there will be no problems. In this 
particular example, the speaker is unaware of the presupposition being new to the hearer, as the speaker had 
wrongly assumed that information to be already believed by the hearer. The hearer also adopts the 
assertions by placing them in his acceptance space. The hearer adds to his cognitive state that the speaker 
has the intention to inform him of what the speaker takes as new information to the hearer: drs([i, you, y, 
z], [p1:vincent(v), p2:male(v), p3:female(x), p4:married(x, v), p5:wife(x), a1:obliged(you, a2), a2:buy(you, 
x, y), a3:present(y), a4:like(x, z), a5:flower(z), inform(you, i, a1), inform(you, i, a2), inform(you, i, a3), 
inform(you, i, a4), inform(you, i, a5)]). Following BCA1, BCP1, and BCA2, the hearer also now believes 
that the speaker believes the content of the presuppositions and assertions. 
 
4 Conclusion 
The dialogue so far has not provided the speaker with sufficient information to conclude that the hearer 
believes the assertions: the speaker has to buy a present and Vincent's wife likes flowers. However, as the 
speaker initiated the topic of the conversation, the hearer has stronger grounds to believe that the speaker 
believes her utterances. At this stage of the dialogue, the hearer has not yet provided feedback, which, 
given that the speaker has reason to believe the hearer is cooperating, leaves the speaker to assume the 
hearer accepts the new information. In summary, this paper has illustrated by way of example the link 
between two DRS variants, to enhance the link between speaker generation and the linguistic content and 
the linguistic content and hearer recognition. 
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Counting dependencies and Minimalist Grammars. ∗

Maxime AMBLARD †

Minimalist Grammars (MG) are a formalism which allows a flexible syntactic analysis of natural languages.
It was introduced by Stabler in [St 97]. Its generative capacity has been studies in [Ha 01].

This article describes the existence of a MG generating the counting dependencies Lm = {1n2n · · ·mn,n ∈ IN},
and an algorithm of construction of the lexicon Lexm producing this language. It is a generalization of the Stabler
presentation with n = 5 [St 97] which is simpler than [Mi 98]. The main goal of this presentation is to extend the
result to nested counters, Lp = {1n2k3n4k · · ·Nk, ∀n,k ∈ IN}, using a similar construction.

This class of languages belongs to the context-sensitive languages in the hierarchy of Chomsky. In a linguistic
way, we could find example of this structure in sentence like : "Peter, Mary and Charles had respectively 14, 12
and 6 in math, history and sport".

1 Stabler’s MG
Stabler’s Minimalist Grammars are lexicalised grammars. Therefore the generated language is the transitive

closure of the lexicon under the generating functions. Each lexical entry is a list of features. The features are of
two different natures and take part in the release of two distinct operations.

Different types of feature :
The set of base features is noted BF . The following features are also defined :

– select : {= d | d ∈ BF}.
The set of move features is noted MF . The following features are defined :

– licensors : {+k | k ∈ MF}.
– licensees : {−k | k ∈ MF}.

Generating functions :
– Merge : unification of a base feature with the corresponding selector. The result is the concatenation of the

other feautures.
– Move : unification of a licensor with a licensee. It corresponds to the move of the features to the components

carrying the licensees in front of the structure.
We use the following notation : e stand for a feature of an arbitrary type and E for a sequence of features.
A lexical entry is made of a list of features and the associated phonological form, noted between oblique bars :

e1. . ./z1/. The word generated is recognized by a left-right-hand side reading of the phonological forms.
The phonological form will be called "terminal" and the other elements of the list of features "non-terminal".
Traditionally, the analyses are finite, binary and ordered trees with projections - which preserve the position of

the head of the component. This order is marked on the nodes of the tree by ’< ’ or ’> ’ - for the direction of the
head. In this article, we will use list ordered from left to right. A component will be delimited by an under-brace
and the head of this last will be marked in bold. To simplify the graphical representation, the group containing
only one element and those containing only a phonological form will not be marked by a under-brace and the head
will take back a normal font.

The linear representation contains less information than the tree form but this information is sufficient to
describe the mechanisms of our paper.

Here an example of translation of an analysis in tree form to a linear representation :
>

�� HH
e1 · · ·/ζ1/ <

�� HH
e2 · · ·/ζ2/ <

��� HHH
e3 · · ·/ζ3/ e4 · · ·/ζ4/

⇒ e1 · · ·/ζ1/,e2 · · ·/ζ2/, e3 · · ·/ζ3/,e4 · · ·/ζ4/

∗LACL 2005 - poster for the student session - april.
†SIGNES team, LaBRI, université de Bordeaux 1- INRIA - CNRS
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Graphical representation of rules :
– Merge results in an addition of a component into first position in the list during the derivation. Indeed it

occurs between two entities such as in first position in the list of the features of the head one finds a basic
feature in one and a selector in an other element (often a lexical entry).

d E1/ζ1/ =d E2/ζ2/

E2/ζ2/, E1/ζ1/

The element carrying the selector will be the new head.
When a merge occurs between two lexical entries, the head will be placed on the left, in the other cases, it
is the new lexical item which will be placed on the left.

– Move corresponds to placing the list for the component whose the licensee is the head in first position.
S, W, -k E2/ζ2/, X , T

U, +k E1 /ζ1/, V,
... Y

S, T

W, E2/ζ2/, X , U, E1 /ζ1/, V,
... , Y

Only the internal order of the elements and the head of the moved element are modified if : W = ε et X = ε .

2 Example of counting dependencies : 1n2n

To build the word 1n2n,n ∈ IN, we use these lexical entries - a proof will be explain in the next section.

type : 1 2 -2 /2/ type : 4 =1 +2 2 -2 /2/
type : 2 =2 1 -1 /1/ type : 5 c
type : 3 =2 +1 1 -1 /1/ type : 6 =1 +2 +1 c

Sketch of derivation :
The entries of type 1 et 2 start the derivation. They add one of each terminal respectively.
Those of type 3 et 4 form the iterative part by adding a non-terminal and moving the group of this non-terminal

to form a new entity.
The entry of type 5 allows the analysis for n = 0.
The last (6) finishes the derivation while putting the groups of terminals in the right order.

Example derivation :

1. Lexical entry of type 1 : 2 -2 /2/
and one of type 2 : =2 1 -1 /1/

2. Merge : 1 -1 /1/, -2 /2/

3. At this time, there are as many elements /1/ as /2/ elements. We could either finish the derivation with an
entry of type 6 and obtain /1/,/2/, or take on iterative phase to build 1222. Let us continue the derivation with

a lexical entry of type 4 : =1 +2 2 -2 /2/

and merge with the previous element : +2 2 -2 /2/, -1 /1/, -2 /2/

4. Move : /2/, 2 -2 /2/, -1 /1/

5. There have one /2/ too many, it is necessary to add one /1/, which is done by a lexical entry of type 3 :
=2 +1 1 -1 /1/

– second part of the iteration – and a merge : +1 1 -1 /1/, /2/, -2 /2/, -1 /1/,

6. Move : /1/, 1 -1 /1/, /2/, -2 /2/

7. Now, we have the same structure as in stage 2, with one /1/ and one /2/ more. The same choice is proposed :
reiterate or conclude. Let us reiterate once more : lexical entry of type 4 :
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=1 +2 2 -2 /2/

and merge : +2 2 -2 /2/, /1/, -1 /1/, /2/, -2 /2/,

8. Move : /2/, /2/, 2 -2 /2/, /1/, -1 /1/

9. Lexical entry of type 3 : =2 +1 1 -1 /1/

and merge : +1 1 -1 /1/, /2/, /2/, -2 /2/, /1/, -1 /1/

10. Move : /1/, /1/, 1 -1 /1/, /2/, /2/, -2 /2/

11. After this new iteration, there are three /1/ and three /2/. Let us finish derivation. Lexical entry of type 6 :
=1 +2 +1 c

and merge : +2 +1 c, /1/, /1/, -1 /1/, /2/, /2/, -2 /2/

12. Move : /2/, /2/, /2/, +1 c, /1/, /1/, -1 /1/

13. Move : /1/, /1/, /1/, /2/, /2/, /2/, c

3 Generalization
This section presents a general algorithm to construct a lexicon generating a language of an N counting de-

pendencies : 1n2n · · ·Nn, and outlines the proof of the language generated by the grammar with this lexicon.

Algorithm Construction of the lexicon.
It will suppose S1 < S2 < · · · < SN−1 < SN where :
– /Si/ are the terminals of the derivation, ordered according to appearance in the word
– Sacc is the accepting symbol of the grammar.

type 1 : 〈SN -SN /SN/〉 type 4 : 〈=S1 +SN SN -SN /SN/〉
type 2 : for i from 1 to (N-1) 〈=Si+1 Si -Si /Si/〉 type 5 : 〈Sacc〉
type 3 : from j from 1 to (N-1) 〈=S j+1 +S j S j -S j /S j/〉 type 6 : 〈=S1 +SN +SN−1 . . . +S1 Sacc〉

Theorem Minimalist Grammars generate all counter languages.

Proof The previous part presents how to obtain 2 counting dependencies. Let us see how to extend it to N
terminals with the algorithm above.

The synopsis of the analysis is done according to three phases : start-iteration-conclusion. We will take a type
of lexical entry according to the different phases :

The first type of lexical entry will combine with the last entry of type 2 (Si+1 = SN pour i = N−1) using merge.
Thereafter this structure will combine with the preceding one of the type 2 and so on, until the start phase is
finished, i.e. until we have accumulated a terminal of each letter. This is made possible by the structure of the ele-
ments of the type 2 because following the selector we find a basic feature with an index decreased by 1 (from where
merge with the precedent). Once this phase is finish, a basic feature S1 is in first position : S1 −S1 /S1/, · · · ,−SN/SN/

The choice is thus either to pass directly to the conclusion phase, or to pursue with an iteration.
Iteration phase : it starts with a merge of a lexical entry of type 4 designed for this purpose. This new head

immediately moves all the elements /SN/ to the front . Then we find the same structure as in the start phase, which
enables us to continue the iteration.

The action, in this phase, is, in addition to accumulating a phonological form, to move all elements carrying the
same phonological form in first position : +SN SN −SN/SN/, · · · , /SN/, · · · , −SN/SN/ becomes : /SN/, · · · , /SN/, SN −SN/SN/, · · ·

At the end of the this phase, the derivation reaches again in the same configuration as at the end of the start
phase. We could either start an iteration again, or conclude.
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To conclude, the derivation is merged with an entry of the type 6, which orders all group of the same phonolo-
gical form. +SN . . . +Sinit Sacc, · · · , /S1/, · · · ,−S1 S1, · · · ,/SN/, · · · ,−SN /SN/ Thus, successive moves reorder the derivation

according to each terminal by using the last licensee remaining with phonological forms. As we always added a
series of terminal on each iteration phase, they all occur the same number of times.

This grammar generates exactly the counter languages with N terminals : 1k · · ·Nk because only the analyses
following the synopsis above can succeed. Any variation with in this synopsis will not return an accepting analysis
because this kind of derivations are deterministic except at points that we will discuss :

Starting the iteration phase without completing the start phase.
We can start a derivation by merge between an entry of type 1 and one of type 2, by an entry of the type 1 and

one of type 3. Into this second case, we introduce a feature ’+k ’ into derivation. There is no element in derivation
carrying the equivalent licensee. Therefore, the derivation fails. +SN−1 SN−1 −SN−1 /SN−1/, −SN /SN/

If that occurs later in the start phase, the problem will be the same.

Returning from the iteration phase to the start phase.
The derivation uses a merge with an entry of type 2 instead of one of type 3. In this case, it misses one ’ +k’,

∀k ∈ MF in derivation. But the only moment in a derivation where there are two features ’−k’, is followed by a
merge operation with an entry of type 3, but one of them will be unified immediately with the introduced feature ’
+k’.

In this case, there are two ’−k’ in the derivation, but only one of them can be unified in the conclusion
phase. The analysis will finish with this additional feature ‘−k’ and could not yield a successful derivation :
+SN . . . +S1 Sacc, · · · , /S1/, · · · ,−S1 S1, · · · ,/SN/, · · · ,−SN /SN/,−SN /SN/

All the other stages of derivation are deterministic, therefor we obtain correctly the words on a counter.

Conclusion and prospects
The languages generated by Minimalist Grammars contain the counter languages. This is the point that distin-

guishes these grammars from other linguistic formalisms.
A version of a(2n), ∀n ∈ IN counts is presented in [Mi 05].
An MG of the nested counters is in progress. The nested counters are the sentences of the following shape :

1n2k3n4k · · ·Nk, ∀n ∈ IN, ∀k ∈ IN which is a context-sensitive language, as counter languages with more than two
terminals.

In this respect MG (strongly) differs from other derivational formalizations of NL syntactic structures.
They provide an account for linguistic analysis and we could show these complex syntactic structures by

theoretical exploration. The main open question is whether it is possible to generate languages outside the class of
natural languages.
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Argument sharing in LTAG – Scope ambiguities in
Right Node Raising

Eva Banik
Linguistics Department

University of Pennsylvania
ebanik@babel.ling.upenn.edu

April 15, 2005

Right Node Raising is a term originally used by Postal (1974)to describe coordinate
constructions like (1) where an element has been moved out ofthe left conjunct and
attached on the right, at the end of the sentence. The “raised” element is typically
preceded by a marked intonation break and the two conjuncts don’t necessarily have
the same tense or share the same auxiliary.

(1) I hit and Bill kicked [someone].

a ∃(x, person(x), hit(I,x)∧ kick(B,x))

b ∃(x, person(x), hit(I,x))∧ ∃(x, person(x), kick(B,x))

Right Node Raising has tipically been analyzed in the linguistic literature as across
the board rightward movement of a peripheral element from both conjuncts, but this
view has been challenged by many researchers (eg.Neijt (1979),Abels (2004)). This
paper adopts an “argument-sharing” analysis in the framework of (Lexicalized) Tree
Adjoining Grammars (Joshi et al. (1975))1and shows that the analysis suggested by
Banik (2004), Banik (2005) that has been problematic for VP coordination structures
can be used to model scope relations in Right Node Raising.

An interesting property of RNR constructions is that the ’raised’ element can be in-
terpreted inside the coordination (1b) as well as having scope above the subject (and
therefore also above coordination) (1a), making these sentences ambiguous.

Fig.1. illustrates that the analysis of Right Node Raising structures in TAG involves
coordinating two elementary trees on the S level and sharingthe object NP. This anal-
ysis of coordination is based on Sarkar and Joshi (1997)’s syntax for coordination in
LTAG and uses a new operation,conjoin which combines three trees into a derived
structure (two elementary trees and an instance of the coordination schema).Con-
join identifies arguments that are shared by the two conjuncts andlinks them together.

1For a detailed description of the formalism see e.g. Joshi and Schabes (1997)
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βevery
S∗

αevery
NP

�� HH

Det

every

N↓

βevery

l2 : every( x, 3 ,
4 )
MaxS 33 ≥ l2

αevery

3 ≥ li
4 ≥ lj



























































NP

NP

NP

Det Nx

every

NP

Det Ny

some

*Sx *Sy

S

VP

V

Figure 2: Elementary semantic representation of quantifiers

Operations (substitution or adjunction) performed on a shared node are recorded as if
they were carried out on both trees where the shared node belongs2.

To model coordination and quantifier scope ambiguities we adopt the semantic frame-
work for TAG defined by Kallmeyer and Joshi (2003), and extended to semantic fea-
ture structures in Kallmeyer and Romero (2004). We use a flat semantic represen-
tation with labels and holes that represents scope ambiguities by underspecification,
similarly to Copestake et al. (1999),Bos (1995), Reyle (1993) among others.

Fig.2. illustrates the semantic representations which areassociated with elementary
trees in the lexicon: they consist of a set of formulas, a set of scope constraints and
semantic feature structures linked to specific node addresses in the elementary tree.
Compositional semantics is computed based on the derivation tree by carrying out fea-
ture unifications just like in a feature-based LTAG (Vijay-Shanker and Joshi (1991)).
These unification operations result in value-assignments to some (but not all) of the
feature variables. At the end of the derivation disambiguation is performed on the
resulting underspecified representation by specifying a partial order on variables and
labels in accordance with the semantic constraints. Quantifiers have a multicomponent
representation that contains an empty scope tree and a regular NP tree for predicate
argument structure. The composition of quantifier sets withelementary trees has to be
tree local.

Using this syntactic and semantic representation we can model different orders of

2In the derivation structure dashed lines represent substitution and solid lines adjoining or conjoining;
shared arguments are marked by a box around the node label in the derived structure
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l3: kick(b, 4 )
l4: some(x, person(x),5 )

MaxS≥ l1, l2, l3, l4
1 ≥ l1, 2 ≥ l2
5 ≥ l2, l3

Possible disambiguations:

some>> and

MaxS→ l4
5 → l1
1 → l2
2 → l3

and>> some

MaxS→ l1
1 → l4
2 → l4
5 → l2, l3

Figure 3: Scope ambiguity and Right Node Raising – “I hit and Bill kicked someone”

scopal elements in a sentence. The basic idea is that whenever two quantifiers are
attached to the same S node in an elementary tree, they will bescopally ambiguous.

Banik (2004) and Banik (2005) have applied this framework toVP coordination and
Gapping structures but had trouble restricting the number of possible readings. In
VP coordination shared quantified subjects always take widescope over coordination
when there is no other scopal element present in the sentence(e.g.Some girl sang and
danced.), however, if another quantifier appears the number of possible interpretations
increases:

(2) Some student likes every professor and hates every course.

a ∃ [ x, stud(x), like(x, every prof)∧ hate(x, every course) ]

b ∀[y, prof(y), ∃(x, stud(x), like(x,y))]∧
∀[z, course(z),∃(x, stud(x), hate(x,z))]

If we allow shared subjects to scope under coordination to derive (2) then the system
will overgenerate. However if we restrict the possible interpretation of shared subjects
to a wide scope reading, the system will undergenerate.

This dilemma doesn’t hold for shared objects in Right Node Raising structures. In
this case we always have to allow the shared quantifier to havenarrow scope as well
as wide scope with respect to coordination. This differencein possible interpretations
can be attributed to the level of coordination: whereas coordination in Right Node
Rasing takes place at the same node where the shared quantifier adjoins, in VP coor-
dination structures the scope part of the shared quantifier adjoins higher than coordi-
nation. Since in Right Node Raising constructions the quantifier and the coordination
is attached to the same S node, the framework predicts that these two elements can be
scopally ambiguous. For example from the representation onFig.3. two readings can

LACL'05 Student Session 17



be derived: a wide scope reading forsome(1a) and a narrow scope reading (1b).
Though this analysis predicts the correct readings, a problem already mentioned in
Banik (2004) remains: we still need to define a way to disambiguate the underspeci-
fied variables. Deriving the wide scope existential reading(1a) is straightforward: the
disambiguation assigns Maximal Scope tol4 and identifies the body of the quantifier
with the coordination. The problematic reading is the narrow scope existential reading
where the coordination is assigned Maximal Scope. In this case both of the arguments
of and( 1 and 2 ) are identified with the quantifier.

Now we are in a situation where the variable in the quantifier’s body (5 ) has to have
scope overl2 in one conjunct and overl3 in the other.

A way to satisfy this constraint would be if we had two “copies” of the quantifier. A
possible solution to this puzzle is to observe that these copies are in a way part of the
definition of semantic composition which requires that at a composition step we form
a set of the formulas in the individual elementary representations. Since the quantifier
is shared, i.e. it undergoes the composition process twice,its formula has to be added
to this set twice.
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Clitic Left Dislocation in the Non-Associative Lambek Calculus

with Dual Operators

Matteo Capelletti

UiL OTS, Utrecht

Abstract

We are exploring the logical and linguistic properties of the calculus that has been recently
proposed in Moortgat [2004b]. The calculus enriches the Non-Associative Lambek Calculus,
Lambek [1961], with the duals of the operators of the tensor family. The residuation rules of
the connectives of the dual family (co-tensor, ⊕, and oriented co-implications � and ;) can be
seen as the mirror image of those of the tensor family. The two families of connectives interact
through the weak distributivity postulates of Grishin, (see Grishin [1983], Lambek [1993]). The
resulting logic can be called Non-Associative Lambek Calculus with Dual Operators, DNL.

In Moortgat [2004a] it is shown how DNL can offer an elegant solution to non-local scope of
quantifiers, based only on the subtyping relations made available by the new logic.

We provide further support for the linguistic application of DNL by addressing in it Italian
clitic left dislocation (CLD). In particular, we show how the strategy of Moortgat [2004a] can
be applied to the case of an embedded cliticized clause licensing a position to left periphery of
the main clause. This operation would require a complex structural component in a traditional
multimodal setting, while in DNL it follows from the logical properties of the calculus.

1 Axiomatic Presentation of DNL

DNL is a deductive system which comprises, besides the residuation laws of NL in (2), the residuation
laws for the dual connectives in (3), which are the mirror image of those in (2).

(1) Identities:

a → a
a → b b → c

a → c

(2) Tensor family:
b → a\c

a⊗ b → c

a → c/b

a⊗ b → c

(3) Cotensor family:
a ; c → b

c → a⊕ b

c� b → a

c → a⊕ b

At this stage, the theorems of DNL are those of NL, plus their duals, which could be characterized by

(4) if a → b is a theorem of NL, then b̃ → ã is the dual theorem.

where ·̃ is a function mapping each formula of NL to its dual. For example, if in NL we have type
raising, for the dual family we have type lowering: b� (a ; b) → a.

DNL is a fragment of bilinear logic, BL. Grishin [1983] explores the properties of various options of
structural reasoning for BL. Anyway, the structural packages employed there, seem to be far beyond
the requirements for natural language applcations and many of them do not even respect the Weak

1
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Sahlqvist form. In order to respect this form, the connectives involved into structural reasoning should
have an existential interpretation (so, in DNL, together with the tensor, the coimplications). And in
order to be suitable for natural language syntax, they should not lead to permutation closure of the
system (as associativity plus mixed commutativity would do).

Moortgat proposes the following set of postulates for the interaction of the connectives:

(5) Grishin Postulates:
mal (a ; b)⊗ c → a ; (b⊗ c)
mcl a⊗ (b ; c) → b ; (a⊗ c)
mar a⊗ (b� c) → (a⊗ b)� c
mcr (a� b)⊗ c → (a⊗ c)� b

In the postulates for the logical interaction of the connectives are encoded the structural operations
of mixed associativity and mixed commutativity. Since these possibilities of restructuring arise only in
the interaction between the two families of connectives, neither of the two families will enjoy these
structural properties in itself. In application to linguistics, this gives the advantage of integrating the
assumption of the most restrictive system of linguistic inference (NL) with the new subtyping relations
made available in DNL, which enable interaction and hence structural reasoning.

In order to enlight the logical and structural properties of DNL, we give some theorem of the system
below.

1.1 Some Theorem of DNL

For each of the following theorems, the symmetric and the dual also hold:

Grishin laws:
(6) a\(c⊕ b) ` (a\c)⊕ b

(7) a\(c⊕ b) ` c⊕ (a\b)
(8) a\(c⊕ b) ` (c ; a)\b
(9) (b\c)� a ` b\(c� a)

(10) a� (b ; c) ` (c/a)\b

Distributed Geach reasoning:
(11) b\a ` (c ; b)\(c ; a)

(12) b\a ` (b� c)\(a� c)

(13) b ; a ` (b ; c)/(a\c)
(14) b ; a ` (c/a)\(b ; c)

In the following section we illustrate the syntactic phenomenon we are going to address in DNL.
We show then, briefly, how a traditional analysis of it would look like, and how it would be analysed in
DNL.

2 Clitic Left Dislocation

The following Italian sentences exemplify the phenomenon we are going to address in DNL. In (15) the
feminine object clitic ‘la’ licenses a left peripheral occurrence of an extraposed constituent agreeing
with the clitic on the relevant features.

(15) Maria,
Mary,

la
her

amo.
I love.

I love Mary.

The above sentence can be embedded as the complement of a sentential verb:
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(16) Ho
I have

detto
said

che
that

Maria,
Mary

la
her

amo.
I love.

I said I love Mary.

However, the satellite is not relegated to this embedded position. It can infact occur at the periphery
of the main sentence, as it is shown below:

(17) Maria,
Mary,

ho
I have

detto
said

che
that

la
her

amo.
I love.

I said I love Mary.

2.1 A Type for the Clitic

When the clitic licenses an extraposed constituent, it can be seen, semantically, as an identity function,
which performs the syntactic reordering of the verb argument it instantiates, to a preverbal position. A
lexical assignment performing this operation could be (n\s)/(s/n). In a case like (17), the resolution
of the dependency of the satellite from the clitic involves the movement of the satellite from a ‘base
generated’ position to the surface position in which it occurs, as it is shown in the following derivation,
where Γ stands for the intervening context (which could be also a negation or an adverb).

(s/n) ` (s/n)

n ` n Γ, s ` s

Γ, (n, n\s) ` s

n, (Γ, n\s) ` s
MC

n, (Γ, ((n\s)/(s/n), (s/n))) ` s

In the above deduction, as many steps of MC as the length of Γ are required. Following the strategy
proposed in Moortgat [2004a] for non local scope of quantifiers we show how the same operation can
be accomplished in DNL. The type inference on which the analysis relies is the following:

(18) a� (b ; c) → (c/a)\b

In Moortgat [2004a] this type inference allows the noun phrase type to take sentential scope form an
embedded position, the n type resource staying in place and the sentential component of the type
matching on the right the type of the main clause.

For our purposes, we assign the clitic the type n� ((s/n) ; s). This type assumes the postverbal
occurrence of the clitic as the default. This assumption is not motivated by the examples we are
presently considering, in which the clitic is preverbal, but is justifiable on the basis of the fact that
clitics in Italian can occur postverbally (if the verb host is non finite). So, since we assign the same
type to the preverbal and postverbal occurrence of the clitic, we assume here the postverbal assignment
for simplicity. The same problem of permutation we will encounter in the next section would arise if
we had assumed the preverbal type as default assignment.

The left dislocated constituent will be assigned the type s/(s/n) which could account also for
topicalization. The type of the clitic will license the extraposition of the cliticized argument.

The following inference holds between our type assignment and the traditional one:

(19) n� ((s/n) ; s) → (s/n)\(s/n)

2.2 Left Dislocation in DNL

The deduction in (20) below, is based on the sequent presentation of DNL given in Moortgat [2004b].
The sequents are not intuitionistic, since the rules operate on structured consequents. The Grishin
postulates, given in (5) for the axiomatic formulation, have been incorporated in the rules of proof of the
(co)implications. For example, we have the following rules, where if Γ = [a� b, Γ′] or Γ = [Γ′, a� b],
Γ′ can be empty:

Γ[Γ′, a] ` ∆, b

Γ[Γ′, a� b] ` ∆
�rL

Γ[Γ′, a] ` ∆, b

Γ[a� b, Γ′] ` ∆ �lL
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together with those obtained from NL through left-right symmetry and duality.

Deduction of (17) in DNL, with Sat, the satellite or extraposed phrase, Cl, the clitic, V , the verb
host:

(20)
n ` n Γ, s ` s

Γ, (s/n, n) ` s
/L

s/n ` s/n

Γ, (s/n, n) ` s/n, (s/n) ; s
;R

Γ, (s/n, n� ((s/n) ; s)) ` s/n
�rL

Γ, (n� ((s/n) ; s), s/n) ` s/n
EX

s ` s

s/(s/n), (Γ, (n� ((s/n) ; s), s/n)) ` s
/L

Sat, (Γ, (Cl, V )) ` s
LI

We notice that the preverbal occurrence of the clitic requires a step of permutation (EX) which
is not in the logic of the operators. This aspect can be improved by using unary modalities for clitic
attachment.

3 Conclusion and Further Work

We have presented an example of how DNL can be applied to long distance dependencies in linguistics.
We can see, in the derivation in (20), that the type we assigned to the clitic makes available, more
in general, a peripheral position for the satellite from an embedded position. Depending on its lexical
assignment, the satellite will be able to occur at the left (s/(s/n)) or at the right ((s/n)\s) of the
(main) clause. The structural reasoning needed for such an operation is performed in DNL by the Grishin
postulates which are required for enabling the logical interaction of the two families of connectives.

Besides the type inference in (18), we are exploring the possible applications of other type inferences
available in DNL, like those from (6) to (14).

An aspect which has not been addressed here is related to the problem of multiple type assignment
for the clitic pronoun. In the present abstract, we assumed the clitic is semantically an identity function,
in order not to saturate the verb argument and ‘leave open’ an extraposed position. Nonetheless, clitics,
as pronouns, are full arguments which saturate, and not only instantiate, a thematic role of the verb,
while the satellite is optional. The type we assigned to the clitic does not make justice to the aspect of
optionality of the satellite. We are still working to a solution not involving multiple lexical assignment
nor violating resource sensitivity.
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Dynamic Semantics and ‘Why Don’t You’ Speech Acts1

Scott Grimm

Institute for Logic, Language and Computation, University of Amsterdam

sgrimm@science.uva.nl

Negative why-questions can be used as requests, suggestions or imperatives, despite their inter-
rogative form, as exemplified in (1)–(3).

(1) Why don’t you pass me the salt?

(2) Why don’t you connect in Geneva instead?

(3) Why don’t you get lost!

This qualifies them as a type of speech act where the illocutionary force is not of the same type
as that normally associated with the clause type, or with the question intonation in (1-2). Often
such speech acts are treated by means of lengthy chains of pragmatic inference, e.g., (Searle,
1969), or even by giving a complex type to such speech acts directly in the grammar, as in
(Asher and Lascarides, 2001). By using both a logical analysis of why-questions and tools from
dynamic semantics, we propose to treat ‘why don’t you’ (and had we the space, ‘why not’) as
a semantic operator equivalent to a consistency check that ranges over imperatives. We shall
show this treatment gives a plausible semantic account and matches what is desired to describe
the intuitive meaning of this construction. Additionally, an attempt is made to steer the middle
course by not relying too heavily on pragmatics or the grammar.

Properties of the ‘Why Don’t You’ Construction

‘Why don’t you’ (and ‘why not’) questions are not mere negations of why-questions, but clearly
have a different status as demonstrated by the autonomy of the interrogative prefix. (Gordon
and Lakoff, 1975) note that ‘why don’t you’ can undergo phonological and morphosyntactic
modifications only when the ‘conventionalized’ indirect suggestion reading is available:

(4) a. Why don’t you move to California?
b. Why dontcha move to California?
c. Whyntcha move to California?

(5) a. Why don’t you resemble your father?
b. ??Why dontcha resemble your father?
c. ??Whyntcha resemble your father?

Stronger evidence of syntactic autonomy is provided by displacement of the ‘why don’t you’
prefix, which is not possible for non-negated why-questions:

(6) Open the window, why don’t you?

(7) *Open the window, why do you?
1Thanks to Michael Franke, Jeroen Groenendijk, and Henk Zeevat for comments on previous drafts, materials,

good questions and general stimulation.
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We note that displacement in (6) is licensed only when the phrase embedded in the negative why-
question is an imperative. This is confirmed since displacement is permitted only when certain
conditions on agency and aspect are fulfilled, which are identical to those which imperatives
must fulfill:

(8) Why don’t you know math?

(9) *Know math, why don’t you?2

Adherence to these conditions on aspect and agency indicates that we are not dealing with bare
infinitives, which would not be discriminatory on this point.

Additional evidence for treating the embedded proposition as an imperative comes from the
pattern of negation in negative imperatives, as noted in (Rupp, 1999), which is adhered to in
negative why-questions:

(10) Did you not try again?

(11) *Do you not try again!

Negation via ‘not’ can occur in the embedded proposition of a negative why-question, but not if
the force is that of a suggestion, which apparently requires ‘don’t’:

(12) Why don’t you open the window?
a. Why do you not open the window? (habitual reading)
b. *Why do you not open the window? (suggestion)

The above observations lead to the conclusion that the ‘why don’t you’ construction differs from
simple negative why-questions in that the embedded clause is an imperative and ‘why don’t you’
can be seen as a distinct, autonomous operator.

Semantics of Why-Questions

We rely on the analysis of (Hintikka and Halonen, 1995) which proposes that the semantics of
why-questions differ from other wh-questions in that (i) the propositional content is the con-
clusion of the topic of discussion and (ii) the propositional content is presupposed. Clearly, if
someone asks “Why did Jacques move to California?”, the assumption is that Jacques did indeed
move to California. According to this theory, why-questions result from a gap between the in-
formation the inquirer has at her disposal and the information needed to explain the proposition
in the why-question. In the simplest case, the question is of the form ‘Why is b a such-and-
such?’, where b is some entity and being a such-and-such is a one-place predicate, say P . Then
T represents the initial premises, which do not cover the item the inquirer is interested in, the
entity b. (Should b be contained in T , the explanandum would no longer qualify as new infor-
mation.) The totality of answers that the inquirer can obtain from the addressee are represented
by A. The foregoing considerations result in the schema below:

2It is possible to show that this analysis equally describes ‘why not’ questions, i.e., those without a realized
subject. Space constraints force us to reduce the argument to merely pointing out that the same acceptability patterns
are found in ‘why not’ questions.

(1) Why not open the window?

(2) *Why not resemble your father?

(3) *Why not know math?
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(13) (T&A) ` P (b) where b does not belong to T

Essentially, the result of a why-question is finding an explanandum in the knowledge of the
addressee and adding it to the common ground, where the common ground already contains the
propositional content of the why-question. It follows from their analysis that, in the case that the
why-question contains a negated proposition, then the non-negated proposition is inconsistent
with the common ground. Take Q(a) to represent the negated predicate contained in the why-
question, where a may or may not coincide with b. If it is queried why Q(a) is not the case,
an answer to that query will be inconsistent with any statement asserting that Q(a) is the case.
Then by adjusting the above schema we then have:

(14) (T&A) ` P (b) such that P (b)&Q(a) →⊥

Now, having noted that negated why-questions boil down to checking for inconsistency, ‘why
don’t you’ can be generalized as a consistency checking operator. Such an operator already
exists in treatments of modality, namely the might-operator due to Veltman in (Veltman, 1996),
defined as follows:

(15) s[¦φ] = {i ∈ s|s[φ] 6= ∅}
where s is a set of information states, and i is an information state

This simply says that the proposition ¦φ succeeds in case that φ does not lead to contradiction.
This is defined in such a way that it is merely a test, and does not affect the common ground
in any way except for determining compatibility, which is precisely what one would like as a
semantics for suggestions. A suggestion is not obligatorily accepted into the common ground—
the addressee can always propose a pre-existing reason for which the suggestion fails.

Semantics of Imperatives

A recent popular treatment of the semantics of imperatives, e.g. (Portner, To appear), involves
positing a discourse object, the “to do list”. Taking the essence of imperatives to be actions
which the addressee should take, the “to do list” is a structure which organizes the actions each
participant should take. When an imperative is uttered, the effect is to add an action to the
“to do list”, much in the same way Stalnaker proposed that the force of a declarative is to add
an assertion to the common ground. Central to Portner’s proposal is that the denotation of a
given imperative is a property rather than a proposition and thus “to do lists” are comprised of
properties, which then accounts for the different clause-types of declaratives and imperatives 3.

Putting It All Together

Using the above analyses of why-questions and imperatives, we can define ‘why not’ as a con-
sistency operator WN which ranges over properties, the application of which gives all the prop-
erties in the “to do list” that are consistent with the suggestion, as formalized in (16), which
results in derivations of the type displayed in (17).

(16) TDL[WNφ] = {P ∈ TDL|TDL[φ] 6=⊥ }

(17) || Why not take a taxi?||w∗, c =
WN(||Why not take a taxi?||w∗, c) =

3For example, Portner gives the denotation of ‘Leave!’ as the following
||Leave!||w∗,c = [λwλx : x = addressee (c) . x leaves in w].
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WN ([λwλx : x = addressee (c).x takes a taxi w]) =
{P ∈ TDLA|TDLA[λwλx : x = addressee (c).x takes a taxi w] 6=⊥}

Now we are in a position to treat both interpretations of (12), as shown in (18).

(18) Why don’t you open the window?
a. Why [do you not open the window]
→ Why [¬OPENWINDOW(you)]

b. Why don’t you [open the window]
→ WN[x = addressee (c), λwλx.x opens the window at w]

Finally, we require pragmatic reasoning to make the final step from suggestion to actual impera-
tive, when licensed by the context. It is reasonable to posit that if the speaker suggests something
which does not conflict with the addressee’s “to do list”, then if the addressee is cooperative,
she will add it to her “to do list”. This is exactly the effect of an imperative according to the
analysis of imperatives assumed here.

In conclusion, we have proposed an analysis which side-steps the traditional and problematic
stance of considering such constructions to be of one clause type while possessing the force of
a different clause type. Rather, we have noted that there are indeed two different clause types
in effect, both of which take different operators, thus explaining the divergent interpretations.
This approach allows us to capture the intuitive sense of suggestions, the general force of the
construction, and reduce the pragmatic reasoning required to derive the force of a command to
only one step.
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Véronique Moriceau

Institut de Recherche en Informatique de Toulouse
118 route de Narbonne

31062 Toulouse Cedex, France.
moriceau@irit.fr

1 Introduction

Search engines on the web and most of present question-answering systems pro-
vide the user with either a set of hyperlinks or page extracts containing answer(s)
to a question. The extraction engine selects the most relevant answers depend-
ing on parameters obtained via question analysis (focus, expected answer type,
etc.). This leads to answers which may be a priori inconsistent but which are in
fact redundant, incomplete, complementary, etc.

Our framework is the cooperative question-answering system WEBCOOP
[Benamara, 2004] which provides natural language answers explaining or justi-
fying how answers have been obtained. In this paper, we focus on content deter-
mination: we propose a formal approach for deciding which answer the system
will provide among several candidate answers which may be inconsistent.

2 Formal aspects of content determination

The aim is to develop a formal framework for content determination of answers
dealing with inconsistencies.

2.1 Related works

Let us first look at a simple example showing the main difficulties the system
has to solve. The question When was the independence of Algeria proclaimed?
is submitted to the question-answering system QRISTAL [QRISTAL]. We give
here a simplified presentation of its answers:

Question When was the independence of Algeria proclaimed?
Answer 3 july 1962

page 1 - 2 - 3 : 3 july 1962
Candidate page 4 - 5 : 4 july 1962
answers page 6 - 7 - 8 - 9 : 5 july 1962

In this example, an alternative relation [Webber et al., 2002] exists between
the possible answers: the question expects a unique answer and the user gets
4 different ones. In this context, there are several ways of providing answers.
For example, we can propose a disjunction of all possible answers but this is
not cooperative. Here, QRISTAL ranks the web pages according to a classical
relevance criteria (semantic type, comparison of question and answer tems, etc.)
and proposes the answer given by the page which is placed first but this answer
is incorrect.
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Most of existing systems on the web produce a set of answers to a question
in the form of hyperlinks or page extracts. In this case, the problem of answer
consistency only consists in filtering out answers which are considered as irrele-
vant. For example, COGEX [Moldovan et al., 2003] use its inference engine (logic
prover) to extract lexical relationships between the question and its candidate
answers. The outputs of COGEX are the answers ranked based on their proof
scores.
Regarding the QALC system [Chalendar et al., 2002], it searches candidate an-
swers both on the web and in a reference corpus (AQUAINT) and assigns to
each candidate answer a similarity measure with the question which allows to
rank answers according to a relevance order. Then, the system prefers answers
found in both sources to answers having a high weight but present only in one
source.
Finally, the InferenceWeb system [McGuinness et al., 2004] aims at giving infor-
mation concerning answer origins and how they were retrieved. The notion of
knowledge provenance is used to increase users trust in answers.

In fact, none of these systems takes into account the diversity of answers.
This is the point we focus on. Since the reliability of web pages (source, date,
author, etc.) is a parameter which is very difficult to evaluate, we consider that
all web pages are equally reliable. Then, the problem the system has to solve is
to generate an answer to a question even if several possible answers are selected
by the extraction engine. For this purpose, we propose to integrate the different
possible answers in order to generate a single one which take into account the
diversity of answers.

2.2 Answer selection

To integrate the different possible answers to a question, a solution is to provide
the most probable answer defined as the one which agrees with the biggest num-
ber of extracted pages. In this paper, we focus on questions expecting answers
of type date.

For this purpose, let us assume that P is the set of web pages p1, ..., pn associ-
ated with answers and their respective number of occurrences (a1, F1), ..., (an, Fn)
(we consider that a web page is associated to only one answer). The propositional
language L is defined by:

– E(ε, (a1, F1) ∗ ... ∗ (an, Fn)) is true if the standard deviation of a1 ∗ ... ∗ an is
less than ε (ε depends on data granularity).

We adapt to web pages the predicates defined in [Cholvy et al., 2003] and add
to L:

– B(Majority, P, amax) is true if ∃(amax, Fmax), ∀ 1 ≤ j ≤ n, Fmax > Fj

– B(Unchallenged, P, ai) is true if a1 = ... = an.
– B(Inconsistency, P, ai) is true if ∀ 1 ≤ i ≤ n, ∀ 1 ≤ j ≤ n, Fi = Fj

– C(CompleteLack) is true if the question has no answer.

A most probable answer ai exists if it satisfies the following constraints:

( E(ε, (a1, F1) ∗ ... ∗ (an, Fn)) ∧ B(Majority, P, ai) )
∨ ( E(ε, (a1, F1) ∗ ... ∗ (an, Fn)) ∧ B(Unchallenged, P, ai) )
∨ ( E(ε, (a1, F1) ∗ ... ∗ (an, Fn)) ∧ B(Inconsistency, P, ai) )

which are formulated differently in natural language. As our framework is the
cooperative system WEBCOOP, the answer proposed to the user has to show or
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explain why this answer has been selected. The idea is to introduce modalities or
possibility degrees to explain to the user how confident of the answer he can be,
for example by the use of adverbs (certainly if B(Unchallenged, P, ai) is true,
probably if B(Majority, P, ai) is true, ...).

Example 1
If we now apply this model to the above example about the independence of
Algeria, p1, ..., p9 are the 9 web pages and (A1, 3), ..., (A4, 2), ..., (A6, 4), ..., (A9, 4)
the respective answers and their number of occurrences. For example, we have:

– E(ε, (a1, F1) ∗ ... ∗ (a9, F9)) ∧ B(Majority, (p1 ∗ ... ∗ p9), a6) is true.
– E(ε, (a1, F1) ∗ ... ∗ (a9, F9)) ∧ B(Unchallenged, (p1 ∗ ... ∗ p9), (ai)1≤i≤n) is

false since there are 4 different possible answers.
– E(ε, (a1, F1) ∗ ... ∗ (a9, F9)) ∧ B(Inconsistency, (p1 ∗ ... ∗ p9), (ai)1≤i≤n) is

false since each different ai has a different number of occurrences.

Consequently, the answer a6 (July 5th 1962) is chosen.

Example 2
Let us now look at a more complicated example.

Question When did the last music festival take place?
Candidate page 1 - 2 - 3 : 21 june 1982
answers page 4 - 5 : 21 june 1983

page 6 - 9 : .......
page 10 ... 16 : 21 june 2003
page 17 ... 19 : 20 june 2004
page 20 ... 24 : 21 june 2004

page 25 : 21 june 2005

In this case, the standard deviation of the answers is important. Moreover,
the question imposes some temporal constraints: the answer is either in the past
or in the future, the user wants the date of the first or last event,... Let Aq be the
subset of (a1, F1)∗...∗(an, Fn) which satisfies these constraints and Pq the subset
of web pages containing these answers. A most probable answer ai ∈ Aq exists if:

( not E(ε, (a1, F1) ∗ ... ∗ (an, Fn)) ∧ E(ε, Aq) ∧ B(Majority, Pq, ai) )
∨ ( not E(ε, (a1, F1)∗ ...∗(an, Fn)) ∧ E(ε, Aq) ∧ B(Unchallenged, Pq, ai) )
∨ ( not E(ε, (a1, F1)∗ ...∗(an, Fn)) ∧ E(ε, Aq) ∧ B(Inconsistency, Pq, ai) )

If we now apply this model to the previous example, we have:

– Aq = {(a17, 3), ..., (a24, 5)} because the question expects an answer in the
past (only answers before 2005 remain) and the last event (the more recent
dates having a standard deviation less than ε).

– Pq = {p17, ..., p24}
When we apply the constraints, we have for example:

– not E(ε, (a1, F1) ∗ ... ∗ (an, Fn)) ∧ E(ε, Aq) ∧ B(Majority, Pq, a24) is true.
– not E(ε, (a1, F1)∗...∗(an, Fn)) ∧ E(ε, Aq) ∧ B(Unchallenged, Pq, (ai)17≤i≤24)

is false since there are 2 different possible answers (June 20th or 21st 2004).
– not E(ε, (a1, F1)∗...∗(an, Fn)) ∧ E(ε, Aq) ∧B(Inconsistency, Pq, (ai)17≤i≤24)

is false since each different (ai)17≤i≤24 has a different number of occurrences.
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Consequently, the answer a24 (July 21st 2004) is chosen.

In this section, we considered only answers of type date. The same model
can also be applied to temporal intervals. In this case, the most likely answer
(amax, Fmax) is defined as the interval which intersects the biggest number of
candidate intervals and whose duration is equal to the average duration.

3 Conclusion

In this paper, we propose an approach for the answer selection in a question-
answering system. The problem is to provide the user with a cooperative answer
when the candidate answers, obtained by a search engine, are contradictory or
inconsistent. We use an approach which is based on constraints on the standard
deviation of answers in order to ensure their consistency.

The next steps are:

– to eliminate some candidate answers by analysing in more depth their con-
texts of occurrence. Linguistic information and semantic knowledge about
answer concepts may allow to determine if a candidate answer selected by
QRISTAL is appropriate or not,

– to evaluate the answers produced by the system (Is it a correct answer?
Is the answer satisfactory compared to the answer produced by a classical
system? Is this approach appropriate with other types of data?),

– to define a set of answer templates which explain the decisions made during
the process (by using the logical approach defined in [Amgoud et al., 2004]).
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I . Introduction 

To understand well a text written in natural language (NL), we need our knowledge about the norms of its 
domain. By the word “norm” , we mean here the normal and expected course of events in the absence of 
exceptions [6]. This type of knowledge enables us to infer richer conclusions than those given by means of truth-
preserving entailments, for example, from the text: “ Mon véhicule se trouvait arrê té à un stop, quand un 
véhicule m'a heur té à l' arr ière” , (My vehicle was stopped at a stop sign, when a vehicle struck me at the 
back). Norms provide conclusions like: vehicle A and me were in the same file and direction, vehicle A had to 
stop to avoid the shock… None of these conclusions is explicit. However, any reader infers them immediately. 
Conclusions obtained by using norms can in general be defeasible, but they are accepted as long as the text does 
not contradict them. Often, narrative texts do not describe norms explicitly. They focus rather on their violations, 
by describing generally abnormal situations. In the light of this main remark, our goal consists in looking for the 
cause of an accident from its textual description by hypothesizing that the searched cause (called the primary 
anomaly) is the violation of the most specific norm in the text [3]. The other violations of norms result from the 
first one and are called derived anomalies. We are working on a corpus of 60 car crash reports written in French. 
Each report is a small text describing briefly the circumstances of an accident. To validate our approach, the 
reasoning system must find for each text the same answer given by an ordinary human reader to the question: 
“ what is the most specific violated norm which can considered as the plausible cause of the accident ?” . These 
answers are determined manually for each text at the beginning of the process.   

II . Overall architecture 

 

 

 

As shown in the figure above, several steps are required in the process of finding the cause. We will explain the 
role of each step further. We just notice here, that in our methodology, we have started by developing the 
semantic reasoning before dealing with the linguistic one. This enabled us to determine a reasonable set of 
semantic predicates (around 50) in terms of which the linguistic reasoning should express what is needed, and 
only what is needed from the explicit content of the text. This methodology enables the reasoning process to deal 
only with relevant linguistic phenomena. In this work, we focus on the extraction a set of syntactical relations 
between the words of the text and then we use a reasoning process to transform these relations into a set of 
semantic predicates.  

III .  L inguistic analysis 

The tree tagger1 is applied to the text. The result is, then, passed to a parser which uses a context free grammar 
enhanced with appropriate semantic actions to produce a set of linguistic predicates. These predicates reflect 
syntactic relations between relevant words of the text.  At the end of this step, we obtain from our example:  

qualif_n(véhicule, Mon), subject(se_trouver, véhicule), qualif (trouver, arrêté), compl_v(à, trouver, stop), 
compl_v(quand, trouver, heurter), subject(heurter, véhicule), object(heurter, m’ ), compl_v(à, heurter, arr ière). 

IV.  L inguistic reasoning 

The aim of the linguistic reasoning is to transform the linguistic predicates into semantic ones which express the 
explicit content of the text. The main idea (The development of this step is still i n progress) is to design general 
transformation rules based on a lexical semantic study of the words. Of course, rules of this kind are, in general, 
defeasible and one must handle their exceptions. That is why a non-monotonic approach is required at this level. 

                                                 
1 http://www.ims.uni-stuttgart.de/projekte/corplex/TreeTagger/DecisionTreeTagger.html 

Text Linguistic analysis Linguistic reasoning Semantic reasoning 
Linguistic 
predicates 

Semantic 
predicates 

Cause 
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The linguistic predicates obtained for the example in the previous step are transformed by the linguistic 
reasoning into the following semantic predicates (see the representation details in the following section) 

Holds(stop, A, 1) : the agent A is stopped at time 1. 

Holds(stop_sign, A, 1) : there is a stop sign for the agent A at time 1. 

Holds(combine(bump, A), B,2) : the agent B bumps the agent A at time 2. 

 Holds(combine(shock_pos, back), A, 2) : the position of the shock of the agent A is its back. 

V.  Semantic reasoning 

The semantic predicates obtained are the input of the semantic reasoning step. This step uses inference rules 
based on our knowledge about norms of the road domain to enrich the initial conclusions by further implicit 
ones, and enables to detect the primary anomaly, which we consider as the cause of the accident. So, our 
common knowledge about the norms of the road domain are expressed by means of inference rules. 

V.1.  Language 

Before showing what our inference rules look like, let us give briefly the main ingredients of the logical 
representation language used (see [2] for more details).  

Although we need some features that are normally treated by higher order logics, we have chosen, for eff iciency 
reasons, to stay in a first order logic (FOL) framework. To do this, we use the usual reification technique to 
represent modaliti es and to quantify over predicate names. Thus, a binary predicate P(X, Y) is written      
Holds(P, X, Y).   

Temporal aspect is a central issue in causal reasoning [4]. To deal with this question, our approach is to 
decompose the scene of the accident into a succession of intervals characterized by the truth values of a set of 
literals. We add a parameter to each time-dependent predicate. This parameter represents the order number of the 
interval in which the corresponding predicate or its negation holds. Strictly speaking, the exact meaning of the 
temporal parameter T depends on the considered property: For properties such that “move”, “stop” , “control” , … 
the parameter T represents the whole time interval T. Indeed, this type of properties are generally persistent i.e. 
they hold all along throughout the time interval T. For properties such that “starts” , “bump” , …, T represents 
rather a particular time point that belongs to the time interval T. To simpli fy, we will use the expression “at time 
T” with the two types of properties. Thus, the literal Holds(P, A, T) is true iff property P holds for agent A at 
time T. For predicates with more than two arguments, we use the binary function combine : the ternary P(A, B, t) 
is written Holds(combine(P, A), B, t). combine(P, A) is a composed property. To decide which argument will be 
in the function combine and which one stays in the predicates Holds, the criterion is that the second argument of 
Holds is the principal agent of the property whereas the other one is used to construct with the initial simple 
property a composed one. For exemple in “ A follows B at time T” , the principal agent of the property “ to follow”  
is A,  using the simple property “ follows”  and the argument B, we define the composed property “ following B”  
expressed by: combine(follows, B). The resulting predicate is then: Holds(combine(follows, B), A, T). 

In addition to the Holds predicate which expresses truth values, we need two modaliti es: the Must modality 
which expresses duties of agents and the Able modality which expresses their capacities: Must(P, A, T) (resp. 
Able(P, A, T)) holds iff at time T, agent A has the duty (resp. is able) to reach the property P. 

According to the previous representation, we define two forms for a primary anomaly: 

AnomalyPPPleIncompatibTAPHoldsTAPAbleTAPMust _)',(),,'(),,(),,( →∧∧∧  

AnomalyPTAXFactorDisruptivecombineHolds _),),,_(( →  

The first form expresses the fact that if at time T, the agent A has the duty to reach a property P and that it is able 
at this time to reach it, but that at time T+1 a property P’  incompatible with P holds, than there is a primary 
anomaly. 

The second form of a primary anomaly is used to detect situations in which there is some disruptive factor that 
causes the accident and which generally can not be avoided by the agents. It is the case for example of the 
existence in the road of unforeseeable gravels or oil that cause loss of control to vehicles. 

A derived anomaly differs from the first form of a primary anomaly only on the agent’s abilit y:   

AnomalyDPPleIncompatibTAPHoldsTAPAbleTAPMust _)',(),,'(),,(),,( →∧∧¬∧  
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V.2. Inference rules 

Because norm-based conclusions are defeasible, a non-monotonic approach is required in writing the inference 
rules. We use Reiter’s default logic [5].  The inference rules belong to two categories: 

• Material implications of the form : BA → , where A is a conjunction of literals and B is a literal. 

• Defaults; we have normal defaults of the form  
B

BA :
  (abbreviated by writing A : B), and semi-normal 

defaults of the form 
B

CBA ∧:
 (abbreviated by writing A : B [C]), where A and C are conjunctions of 

literals and B is a literal. 

We define a kernel of a few semantic predicates such that all anomalies can be expressed in terms of these 
predicates. Thus, the reasoning process converges into the kernel predicates, and stops when the primary 
anomaly is found. The kernel contains six (reified) predicates: 

Holds(stop,A,T) : the vehicle A is stopped at time T. 

Holds(run_slowly_enough,A,T) : the speed of the vehicle A is adapted at time T. 

Holds(control, A, T) : the vehicle A is controlled by its driver at time T. 

Holds(move_back, A, T) : the vehicle A moves back at time T. 

Holds(combine(Disruptive_Factor, X), A, T) : there is some disruptive factor X for the vehicle A at time T. 

Let us now give some examples of inference rules and their application to our example to infer the primary 
anomaly. The semantic predicates obtained are those given in section IV. 

The rule: ),,(),),,(( TWstopHoldsTWVbumpcombineHolds ¬→  means that if W bumps V at time T, then W is 

not stopped at time T. Its application on the example gives : ¬Holds(stop,B,2) (V = A, W = B, T = 2).  

The rule: ),),,((),),,(( TWVshockcombineHoldsTWVbumpcombineHolds → which means that if W bumps V at 

time T then there is a shock between V and W at this time T enable to deduce Holds(combine(shock, A), B, 2)    
(V = A, W = B, T = 2). 

The following default expresses that in general, if there is a shock between V and W at time T and the shock 
position of V is its back, then W was the follower of V in the same file at time T-1. This rule is inhibited if W has 
not the control. By applying this default we  infer : Holds(combine(follows, A), B, 1) (V = A, W = B, T = 2). 

:),),,_((),),,(( TVbackposshockcombineHoldsTWVshockcombineHolds ∧  

                                                 [ ])1,,()1,),,(( −− TWcontrolHoldsTWVfollowscombineHolds  

We are now ready to infer B’s duty to stop at time 1 i.e. Must(stop, B, 1) (with V = A, W = B, T = 1) : 

),,(),,(),),,(( TWstopMustTVstopHoldsTWVfollowscombineHolds →∧ . The meaning of this rule is: if W 

follows V in a file at time T, and at that time V stops, then W must stop too in order to avoid a crash. 

To infer the abilit y of B to stop at T, we use the following basic inference rule: 

),,,(),()()(),,( TAEActAvailableEActPcbActActionActTAEAble ∧∧∃↔  

This rule means that an agent A is able to reach some effect E at time T, if and only if there is some action Act 
that is a potential cause of E (Pcb means “potentially caused by”), and Act is available to A to reach E at time T. 
The set of actions, effects and potential causes are stored in static data bases (for example, the data base contains 
Pcb(brake, stop) to express that stopping is potentially caused by braking). Moreover, we have a default which 
states that in general, actions are available for the agents to reach the corresponding effects. This rule has a 
number of exceptions expressed by material implications that inhibit the default [2]. In our case, none of the 
exceptions is verified. Thus, we obtain:   Available (brake, stop, B, 1) and consequently Able(stop, B, 1).  

Finally, by applying the first form of a primary anomaly, we can infer the predicate  P_Anomaly and the cause of 
the accident is that “B did not stop at a time where s/he had to stop”.  
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VI.  Implementation 

To implement the reasoning system, we are using SMODELS2, an answer set programming language based on 
the stable model semantics [1]. To give a general idea about the method used to transform default logic rules into 
SMODELS rules we consider the following simple cases where A, B, C are reified first order literals3. 

• A material implication A → B is translated into the couple of rules: B :- A. and –A :- –B (for contraposition) 

• A normal (resp. semi-normal) default A : B (resp. A : B [C] ) is transformed into the rule: B :-  A, not –B. 
(resp. B :-  A, not –B, not –C.) 

We have tested our approach on a corpus of 60 short texts (the average length of the texts of the corpus is about 
3 lines). For each text, the reasoning system gives successfully the desired primary and derived anomalies. The 
number of inference rules used actually in the reasoning system is about 200 rules and the answer time varies 
according to the text between 6 and 30 seconds.  Among other things, the answer time depends on the number of 
time intervals and the number of agents considered in a given text. The former number varies in the corpus 
between 2 and 6 time intervals whereas the second one varies between 1 and 4 agents. 

VII. Conclusion and perspectives 

We propose in this work a non-monotonic reasoning system that uses the norms of the car-driving domain to 
infer automatically the cause of an accident from its textual description. The relationship between the notions of 
norm and cause is established by considering the cause of the accident as being the most specific norm which has 
been violated in the text. The next step of our work is to complete the validation of the approach on the 
remainder of the corpus; then we will finish the implementation of the last part of the system which deals with 
the linguistic reasoning. We hope in a longer term perspective to generalize the approach to other domains and to 
explore the idea of indexing textual documents using the norms of their domains. 
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A flexible deductive account of wh-question formation
W.K.Vermaat (Willemijn.Vermaat@let.uu.nl)
Utrecht Institute of Linguistics, OTS

1 Introduction

Cross-linguistically, meaning assembly of wh-question formation has a uniform basis,
though many languages have different structural realizations for the placement of wh-
phrases. In loose terms, a wh-question is interpreted as a sentence which still requires
an answer which can serve either as an argument of the main or embedded verb clause
or as a verbal or sentential modifier depending on the kind of wh-phrase. In more
formal terms, the semantic term computed for a wh-question bears an abstraction over
a variable of the type of the questioned constituent where the abstractor binds the vari-
able in the term that is computed for the body of the question. Expressed as lambda
term, the meaning assembly of the wh-question ‘Who saw Mary?’ may be represented
as: λx.((see m) x). In Vermaat (Forthcoming), we argue that the recipe for such meaning
assembly of wh-question formation is invariant, whereas the structural realizations can
vary.

In this presentation, we limit the analysis of wh-question formation to wh-phrases
that require an answer that fulfills the argument requirements of the main verb. We
show that we can account for flexibility in required answer types while ensuring a uni-
form meaning assembly on the basis of a uniformly defined wh-operator type schema
for wh-phrases. The approach is based on the structured meaning approach to the se-
mantics of questions proposed by Krifka (2001). The structured meaning approach is a
compositional view on the semantics of questions and captures the idea that the mean-
ing of a wh-question is determined by its possible answers.

To describe the syntactic and semantic dependency of a wh-question on its answer
requires a flexible approach to the analysis of wh-questions: interrogative pronouns
have to be flexible and not uniformly defined. Groenendijk and Stokhof (1994) refer to
this view as “the polymorphic stance”. We propose a flexible account of wh-question
formation in the multimodal variant of type-logical grammar. We will show that the
polymorphism follows from our account which is based on a logical invariant but struc-
turally flexible reasoning system.

2 The basics

Multimodal categorial grammar (= MMCG), a version of type-logical grammar, is a lex-
icalized grammar system; derivations are driven by the types assigned to the lexical
elements. In a very crude way, we can distinguish two parts which give us a way to
express the possible variation in natural language: an invariant logical part and a flex-
ible structural part. (For a more elaborate overview, look at Moortgat (1996).) The two
components form the basis of a powerful grammatical reasoning system. The logical
and structural reasoning system applies to structured expressions whose subparts are
taken from a lexicon. A lexicon consists of basic expressions with type-assignments that
describe the syntactic and semantic use of an expression. We first shortly discuss the
invariant logical part of the grammatical reasoning system. Secondly, we provide the
components of the flexible structural part. Thirdly, we briefly introduce the basics of
meaning assembly in type-logical grammar.

Invariant logical part Lexical type formulas (Typ) are inductively built from binary
and unary operators on atomic type formulas (Atom). We may distinguish a number
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of different modes of composition which are indicated by indices (i, j). The indices are
added to differentiate between distinct structural compositions.

Typ ::= Atom | Typ/iTyp| Typ •i Typ| Typ\iTyp| 2jTyp|♦jTyp
The deductive system comes with a complete set of logical rules for these connectives1,
and a direct semantic interpretation for the binary operators (functional application and
lambda abstraction). In a natural deduction style presentation the set of logical rules
are the elimination and introduction rules of the binary and unary operators. In this
presentation, we foremost concentrate on the logical rules of the two slashes, / and
\. The elimination rules combine lexical elements with unique type-assignments into
larger structures. The introduction rules cause the extraction of an hypothesis from a
structure. Complex expression are derived by recursively applying the logical rules
to the lexical type formulas. The expressions are represented as binary tree structures
which reflect the linear and hierarchical order as defined in the lexical type-assignments.
To allow structural variation, we need to enhance the deductive system with a structural
rules.

Flexible structural part Moortgat (2001) explores a set of structural postulates that he
uses to derive extraction phenomena. The key idea is that only elements which are
decorated with a structural ♦ feature are allowed to move out or into a structure. These
postulates can be seen as structural operations that can move a certain element or phrase
in a specific structural domain to either the left or a right edge of the structure. The pos-
tulates are controlled versions of the restructuring postulates: associativity and mixed
commutativity. The rules are controlled by the placement of unary connectives on the
substructure that is being displaced. The following two postulates are the left displace-
ment postulates. Shifting the ♦ decorated arguments from the left to the right yield the
right displacement postulates.

♦A • (B • C) ` (♦A • B) • C [Whl1]
♦A • (B • C) ` B • (♦A • C) [Whl2]

Meaning assembly Based on the Curry-Howard isomorphism, each expression has a
meaning assembly represented as a semantic term in the lambda calculus. The semantic
term encodes the derivational steps that have led to the composition of the complex
expression. Each lexical element receive a semantic term that reflects the semantic rela-
tion of the expression to other expression. The structural component is independent of
the meaning assembly. Any restructuring of the expression has no direct effect on the
semantic term.

3 Type assignments

The deductive system of MMCG with its complete set of logical derivation rules and the
above package of structural reasoning rules is completely lexicalized. Any phenomena
is determined by the lexical type-assignments of the basic components. In composition,
due to the logical requirements and structural restrictions, the basic expressions form
complex grammatical expressions, while ungrammatical expressions do not have a de-
rivation.

1The set of logical rules comes with a Kripke style interpretation, and is complete with respect to this
‘structural’ semantics. In comparison Steedman’s Combinatory Categorial grammar is incomplete, as it does
not have general support for hypothetical reasoning. The multimodal variant of CCG in Baldridge (2002)
inherits this incompleteness.
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Types for wh-questions Wh-questions are typed as sentences which still require an
answer: s/? A where A is the type formula of the answer that is required. The index ·? is
added to the binary connective to capture the compositional difference between heads
and arguments on a sentential level and between questions and answers on a discourse
level. The most salient answer type for wh-questions that require an argument type as
an answer is gq which is a type abbreviation for generalized quantifiers: s/(np\s). An
np-typed argument phrase can always be lifted to a gq type.

Wh-operator types For the type assignment of wh-phrases, we propose the following
type schema WH(A, B, C). The wh-operator is similar to the q-operator, q(A, B, C), which
was proposed by Moortgat (1991) to account for in-situ binding of generalized quantifier
phrases. The three place operator WH ranges over three arguments: A indicates the type
of the argument position that is bound by the wh-operator, B is the type of the domain
where the bound argument originates. After applying the wh-operator type to a binding
domain B, the domain changes into a domain of type C. Generalizing over different
structural instances of the wh-operator, the corresponding application rule for the type
schema along with its semantic decomposition is the following (where wh is a semantic
term variable for the lexical semantic term assigned to wh-phrases):

Γ ` wh : WH(A, B, C) ∆[x : A] ` t[x] : B
∆′[Γ] ` (wh λx.t[x]) : C

[WHE]

A typical wh-phrase such as ‘who’ appears fronted in a single constituent question.
The wh-phrase is assigned wh-operator type: WH(np, s, s/?gq) with lexical semantics
λPet.λQ(et)t.(Q P). On the basis of this type, a wh-question such as Who saw Mary ` s/?gq
has the following derivation:

λP.λQ.(Q P) : who

WH(np, s, s/?gq)

[x : np]....
x : np ◦ (saw ◦mary) ` ((see m) x) : s

who ◦ (saw ◦mary) ` λQ. (Q λx.((see m) x)) : s/?gq
[WHE]

John ` j : np, after being type lifted, and everybody ` ∀ : gq can both serve as answers to
this single constituent question.

4 Flexible types

In combinatorial categorial grammar (Steedman, 1987), sets of constrained theorems
form the basis of the grammar system. In multimodal categorial grammar, we do not
add such theorems to the reasoning system. Any type-shift in the lexical type assign-
ment of expressions must be derivable in the deductive system. On the basis of the
multimodal framework, the logical constant derivation rules and the set of uniformly
defined structural rules, the following derivability pattern between different instances
of the WH-operator type schemata is obtained:

Argument lowering Recursive geach

I WH(np, s, s/?np)

H
WH(np, s, s/?gq) WH(np, s/?np, (s/?np)/?np)

I WH(np, s/?gq, (s/?gq)/?gq)

N

Recursive geach Argument lowering
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5 Analysis of the data

The above derivability pattern between wh-operator type schemata is used to determ-
ine the minimal type assignment for each individual wh-phrase. In the poster present-
ation, we present some data of English and Serbo-Croatian to explain the use of the
wh-operator type schema and the derivability patterns among the type schema. A single
constituent questions such as ‘Which man did Mary see?’ requires a single definite answer,
whereas a multiple wh-question such as ‘Who sees whom?’ requires a pair of answers that
may be used as arguments to the verb phrase ‘to see’.

To derive these wh-questions, the definite interrogative phrase ‘which’ receives a
minimal type assignment of a wh-operator with a lowered answer type: WH(np, s, s/?np).
While the lexical variant of ‘whom’ that is used as a wh-in-situ phrase receives a minimal
type-assignment of a recursively geached wh-operator: WH(np, s/?gq, (s/?gq)/?gq). The
wh-in-situ type is appied to a domain of type s/?gq which is the type assigned to single
wh-questions. The result structure ‘Who sees whom?’ is typed as a wh-question which
requires a pair of answers: (s/?gq)/?gq. A similar derivability patterns between wh-
operator types applies to wh-question constructions in Serbo-Croatian. Serbo-Croatian
is a multiple wh-fronting languages and differs structurally from English. We use the
flexible structural reasoning facilities to account for these structural differences.

6 Conclusion

We give empirical and proof-theoretical evidence for a uniform account of the syn-
tactic and semantic properties of wh-question formation in multimodal categorial gram-
mar. The syntactic variation between wh-phrases is merely a distinction on lexical
grounds expressed by the minimal type assignment which limits the flexibility of the
wh-operator type. The uniform semantic realization of wh-questions is a direct result of
typing the wh-phrases uniformly as higher-order wh-operator types.
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